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Figure 4. 9% of jobs are at high risk of automation in advanced G20 countries 

 

a. Jobs are at high risk of automation if at least 70% of tasks are at risk of being automated. Jobs are at risk of significant change if 
between 50% and 70% of tasks are at risk of being automated. 

b. Data for Belgium correspond to Flanders and data for the United Kingdom to England and Northern Ireland. 

c. Data correspond to 2012 for countries participating in the first round of the Survey of Adult Skills: Australia, Canada, France, 
Germany, Italy, Japan, Korea, United States and United Kingdom. Data correspond to 2015 for countries participating in the 
second round of the Survey of Adult Skills: Turkey. 

Source: OECD calculations based on the Survey of Adult Skills (PIAAC) (2012, 2015); and Arntz, Gregory and Zierahn (2016), “The 
risk of automation for jobs in OECD countries: A comparative analysis”, OECD Social, Employment and Migration Working Papers, 
No. 189, OECD Publishing, Paris 

Even these estimates, however, should not necessarily be equated with actual or expected employment 
losses from technological change, for at least three reasons. First, the adoption of new technologies is often 
a slow process due to a host of economic, legal and societal hurdles, so that actual automation will take 
place at a far slower pace than what might be expected. Second, even in the case where new technologies 
are introduced, workers can adjust to the challenge of automation by switching tasks, thus preventing 
technological unemployment. Third, technological change does not just destroy jobs, but also generates 
new ones through its effect on productivity and the demand for new technologies. For example, it has been 
estimated that, for each high-tech job created in industries such as Computing Equipment or Electrical 
Machinery, some 4.9 additional jobs are created for lawyers, taxi drivers, and waiters in the local economy 
(Moretti, 2011).3 Sometimes, technological innovation can even have very unpredictable effects on labour 
markets like, for example, the effect that the contraceptive pill had on female labour force participation and 
employment.  

Overall, it is not clear that the digital revolution has, to date, had a dramatic impact on either the 
destruction or creation of jobs. In the United States, for example, the emergence of new technology-related 
industries throughout the 2000s - including online auctions, video and audio streaming, and web design - 
has had only negligible effects on aggregate employment patterns, employing less than 0.5% of the 
workforce (Berger and Frey, 2016). Instead, most job growth in advanced economies has recently come 
from either technology-using (e.g. professional services) or other sectors that are not particularly intensive 
                                                      
3  Similarly, Goos et al. (2013) estimated that in the European Union over the period 2000-2011, the creation 

of one high-tech job resulted in more than four additional non-high tech jobs in the same region.  
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http://www.oecd.org/els/emp/wcms_556984.pdf




Simple McCulloch–Pitts/Perceptron Model

i1

i2

i3

w1

w3

w2
b4

Produces an output if 
i1•w1+i2•w2+i3•w3>b4



A Simple Example: A Light Bulb Tester

i1

i2

h1

h2

o1

o1=1: both bulbs working 
o1=0: at least one bulb not working



Threshold Function
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Backpropagation

• Run the network for a given input 

• Calculate the difference between the output produced by the network and the 
desired output - this is the error 

• Change the weights by a certain percentage in the direction indicated by the 
error (i.e. increase or decrease to make the error smaller) 

• This percentage is called the learning rate 

• Repeat for all inputs until the error is within the desired range



Using brain.js (https://github.com/harthur/brain): 
http://tinyurl.com/mlti17nn01

https://jsfiddle.net/rubenrp/fnu2wwzp/


A Neural Network Playground: 
http://tinyurl.com/mlti17nndemo

http://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4,2&seed=0.03301&showTestData=false&discretize=false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false&regularization_hide=true&noise_hide=true&problem_hide=true&batchSize_hide=true&regularizationRate_hide=true


Returning to brain.js 
http://tinyurl.com/mlti17nn02

http://tinyurl.com/mlti17nn02


Using brain.js for Image Recognition: 
http://stackabuse.com/neural-networks-in-javascript-with-brain-js/

http://stackabuse.com/neural-networks-in-javascript-with-brain-js/


Connecting to Arduino - Johnny-Five: 
http://johnny-five.io

http://johnny-five.io


Connecting to Text Adventures: Twine 
http://twinery.org

http://twinery.org


Toolset Overview

Python

MXNet; TensorFlow

Keras

Deep Learning Studio

Programming Language

Computational Framework

Neural Network API

Neural Network GUI
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Deep Cognition (https://deepcognition.ai) 
Deep Learning Studio
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Google Vision (https://cloud.google.com/vision/)
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The Inception Module Architecture(a) Inception module, naı̈ve version
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(b) Inception module with dimensionality reduction

Figure 2: Inception module

ber of filters in the previous stage. The merging of output
of the pooling layer with outputs of the convolutional lay-
ers would lead to an inevitable increase in the number of
outputs from stage to stage. While this architecture might
cover the optimal sparse structure, it would do it very inef-
ficiently, leading to a computational blow up within a few
stages.

This leads to the second idea of the Inception architec-
ture: judiciously reducing dimension wherever the compu-
tational requirements would increase too much otherwise.
This is based on the success of embeddings: even low di-
mensional embeddings might contain a lot of information
about a relatively large image patch. However, embed-
dings represent information in a dense, compressed form
and compressed information is harder to process. The rep-
resentation should be kept sparse at most places (as required
by the conditions of [2]) and compress the signals only
whenever they have to be aggregated en masse. That is,
1⇥1 convolutions are used to compute reductions before
the expensive 3⇥3 and 5⇥5 convolutions. Besides being
used as reductions, they also include the use of rectified lin-
ear activation making them dual-purpose. The final result is
depicted in Figure 2(b).

In general, an Inception network is a network consist-
ing of modules of the above type stacked upon each other,
with occasional max-pooling layers with stride 2 to halve
the resolution of the grid. For technical reasons (memory

efficiency during training), it seemed beneficial to start us-
ing Inception modules only at higher layers while keeping
the lower layers in traditional convolutional fashion. This is
not strictly necessary, simply reflecting some infrastructural
inefficiencies in our current implementation.

A useful aspect of this architecture is that it allows for
increasing the number of units at each stage significantly
without an uncontrolled blow-up in computational com-
plexity at later stages. This is achieved by the ubiquitous
use of dimensionality reduction prior to expensive convolu-
tions with larger patch sizes. Furthermore, the design fol-
lows the practical intuition that visual information should
be processed at various scales and then aggregated so that
the next stage can abstract features from the different scales
simultaneously.

The improved use of computational resources allows for
increasing both the width of each stage as well as the num-
ber of stages without getting into computational difficulties.
One can utilize the Inception architecture to create slightly
inferior, but computationally cheaper versions of it. We
have found that all the available knobs and levers allow for
a controlled balancing of computational resources resulting
in networks that are 3� 10⇥ faster than similarly perform-
ing networks with non-Inception architecture, however this
requires careful manual design at this point.

5. GoogLeNet
By the“GoogLeNet” name we refer to the particular in-

carnation of the Inception architecture used in our submis-
sion for the ILSVRC 2014 competition. We also used one
deeper and wider Inception network with slightly superior
quality, but adding it to the ensemble seemed to improve the
results only marginally. We omit the details of that network,
as empirical evidence suggests that the influence of the ex-
act architectural parameters is relatively minor. Table 1 il-
lustrates the most common instance of Inception used in the
competition. This network (trained with different image-
patch sampling methods) was used for 6 out of the 7 models
in our ensemble.

All the convolutions, including those inside the Incep-
tion modules, use rectified linear activation. The size of the
receptive field in our network is 224⇥224 in the RGB color
space with zero mean. “#3⇥3 reduce” and “#5⇥5 reduce”
stands for the number of 1⇥1 filters in the reduction layer
used before the 3⇥3 and 5⇥5 convolutions. One can see
the number of 1⇥1 filters in the projection layer after the
built-in max-pooling in the pool proj column. All these re-
duction/projection layers use rectified linear activation as
well.

The network was designed with computational efficiency
and practicality in mind, so that inference can be run on in-
dividual devices including even those with limited compu-
tational resources, especially with low-memory footprint.
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